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Abstract

A wave of recent work demonstrates that text-to-image gener-
ators (i.e., t2i) can perpetuate and amplify stereotypes about
social groups. This research asks: what are the implications
of biased t2i for humans who interact with these systems?
Across three human-subjects studies, 1,881 participants en-
gaged in a simulated t2i interaction in which the output was
controlled to appear either stereotypic, gender-balanced, or
counter-stereotypic, via the ratio of perceived women and
men in the output of occupation prompts (e.g., a physi-
cist). We then measured people’s implicit gender bias us-
ing a gender–brilliance implicit association task (IAT), a bias
that both relates to stereotypic occupation output in t2i and
that has implications for women’s representation in differ-
ent fields. Participants who interacted with neutral t2i output
(including only gender-neutral objects, e.g., DVDs) showed
relatively high implicit gender–brilliance bias at baseline.
Stereotypic t2i output did not increase implicit gender bias
relative to this baseline (Study 1). However, participants
exposed to counter-stereotypic t2i output had significantly
lower implicit gender bias than participants exposed to only
gender-neutral output (Studies 1 and 2). Although counter-
stereotypic t2i may reduce implicit gender bias amongst
users, less than 5% of participants actually preferred the
counter-stereotypic representations of women and men. In-
stead, most participants preferred representations that accu-
rately reflect gender distributions in society or that are more
gender-balanced (Study 3). This work demonstrates a novel
approach to studying human-AI interaction and reveals im-
portant insights for designing generative AI that seeks to mit-
igate harm. In particular, these findings have implications for
understanding the impact of stereotypic t2i on human users,
bias mitigation strategies via counter-stereotypic t2i output,
and how these impacts (mis)align with people’s preferences
for t2i representations.

Introduction
Generative AI has skyrocketed in popularity in recent years
after language and image generation models like Chat-
GPT (OpenAI 2024) and Dall·E (Ramesh et al. 2021) gained
widespread attention. Since then, generative AI has been
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adapted and adopted more broadly, with use in organiza-
tions, art, gaming, marketing, and more (Gozalo-Brizuela
and Garrido-Merchán 2023). However, following this rapid
rise in popularity, several generative AI models were found
to perpetuate and amplify a wide range of harmful social
stereotypes (Bianchi et al. 2023; Cho, Zala, and Bansal
2023; Wolfe et al. 2023). For instance, text-to-image gener-
ation models (i.e., t2i) that generate images based on users’
text prompts amplify stereotypes in their output: occupa-
tion prompts in the open-source t2i Stable Diffusion (Podell
et al. 2023) generate images skewed in perceived gender and
race (Bianchi et al. 2023).

Because generative AI can perpetuate stereotypic im-
agery, we now ask: what are the implications for humans
interacting with biased generative AI? Recent evidence sug-
gests that interacting with biased content online (e.g., via
Google image searches) can affect users’ own biases (Guil-
beault et al. 2024) and hiring-related decisions (Vlasceanu
and Amodio 2022). Our research explores novel questions
about how interacting with text-to-image models varying in
stereotypic output impacts people’s implicit bias, or auto-
matic associations between social groups and stereotypes.

The present work follows recent research (Bianchi et al.
2023) to focus on gendered occupation stereotypes in the
U.S. Gender disparities and stereotypes remain widespread
in the U.S. workforce (Charles and Bradley 2009; Leslie
et al. 2015; Miller, Eagly, and Linn 2015; Storage et al.
2016), and social psychologists have validated implicit bias
measurements related to women’s and men’s perceived
“brilliance” (e.g., exceptional intelligence) (Storage et al.
2020) that impact representation in different fields (Leslie
et al. 2015). Further, this research is the first to control t2i
output to appear either stereotypic, egalitarian (i.e., gender-
balanced), or counter-stereotypic (i.e., contradicting stereo-
types). In other words, we explore both whether stereo-
typic t2i output increases implicit gender bias, and whether
t2i output that contradicts the status quo decreases im-
plicit gender bias. The present work studies implicit gender–
brilliance associations because these stereotypes are con-
sequential for women’s experiences in many fields (Bian,
Leslie, and Cimpian 2017, 2018; Leslie et al. 2015; Storage
et al. 2020) and correspond to gendered occupation stereo-
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types observed in t2i models (Bianchi et al. 2023). Indeed,
many occupations associated with men (e.g., physicist) are
also associated with extreme intelligence.

Across three human-subjects studies, 1,881 participants
engaged in a simulated interaction with a t2i model. Partic-
ipants viewed real output from several occupation prompts
controlled for gender bias via the ratio of perceived women
and men in the output. After t2i interaction, participants
completed assessments of implicit gender bias — namely,
stereotypic associations between men/women and brilliance.
Participants also completed explicit measures, including ex-
plicit endorsement of gender–brilliance stereotypes (Stud-
ies 1 and 2) and preferences for women’s and men’s repre-
sentation in t2i (i.e., representational harms; Study 3).

We seek to answer the following research questions:
RQ1: Do occupation gender biases in a widely used open
source t2i (i.e., Stable Diffusion) found in earlier work per-
sist years later, in Stable Diffusion XL 1.0 (Podell et al.
2023)? We studied the publicly available version of this
model at the time of data collection because gender bi-
ases were found in earlier versions of this model (Bianchi
et al. 2023). RQ2: Does gender-stereotypic occupation out-
put increase humans’ implicit gender bias? We analyze how
real stereotypic t2i output from Stable Diffusion might im-
pact people’s associations between men (vs. women) and
brilliance, relative to people exposed to gender-neutral t2i
output (Study 1). RQ3: Does gender-balanced or counter-
stereotypic t2i output reduce humans’ implicit associations
between gender and brilliance? We control the magnitude of
gender bias in t2i to explore how output that contradicts cul-
tural stereotypes impacts humans’ gender bias (Studies 1–3).
RQ4: Is the effect of t2i bias on humans’ gender bias moder-
ated by participant-level factors, such as gender, age, or prior
experience with t2i (Studies 1 and 2)? RQ5: How do people
prefer t2i to represent women and men relative to their ac-
tual distribution in society? We survey preferences for how
women and men are represented in t2i output (Study 3).

Our findings make the following contributions:
1. We find that Stable Diffusion XL perpetuates gender

stereotypes in its output, with more than 75% of occupa-
tion output consistent with cultural gender stereotypes.

2. Stereotypic t2i output did not increase people’s implicit
gender bias. Minimal exposure to stereotypic t2i output
may not be enough to change implicit bias that is already
strong at baseline.

3. Counter-stereotypic t2i output (but not egalitarian output)
reduced implicit gender bias. This has implications for
improving t2i models to have positive social impact and
to mitigate representational harms.

4. Counter-stereotypic output was particularly impactful for
older adults and those who report using t2i more fre-
quently, reversing typically positive associations between
these participant factors and gender bias.

5. More frequent t2i use was associated with more explicit
gender bias and sexism. Repeated exposure to stereotypic
output may have long-term consequences for users.

6. Less than 5% of people preferred counter-stereotypic
output in t2i. Instead, people largely preferred t2i to ac-

curately reflect real distributions of women and men in
occupations, or to show more egalitarian representations
of women and men in occupations.

Contributions span across results from the output of a
text-to-image system (1), humans’ attitudes and implicit
cognition (2–5), and user preferences (6). This work sim-
ulates the social effects of t2i in a controlled setting, and is
the first to test how t2i varying in stereotypic, egalitarian,
or counter-stereotypic output affects implicit bias. Data, ap-
pendix, and supplementary materials are available online for
reproducibility and open science: https://osf.io/74vhy/.

Background and Related Work
Bias in AI Outputs and Online Images
Recent work has begun to characterize the biases present in
t2i models (Bianchi et al. 2023; Ghosh and Caliskan 2023;
Cho, Zala, and Bansal 2023; Naik and Nushi 2023; Shukla
et al. 2025). Relevant to this work, researchers prompted
an early version of the publicly available Stable Diffusion
model (Rombach et al. 2022) with occupations that are often
associated with stereotypes or that have social group dispar-
ities (Bianchi et al. 2023). Although prompts intentionally
did not specify gender or race, the output reified and am-
plified harmful stereotypes across these categories. Image
output exacerbated real disparities across gender and race in
different occupations. For example, 99% of the images for a
software developer were represented as white, and 100% of
the images for a flight attendant were represented as women.

Gender stereotypes are perpetuated in other online image
content beyond t2i, such as in Google image search out-
put (Vlasceanu and Amodio 2022; Guilbeault et al. 2024;
Kay, Matuszek, and Munson 2015). Importantly, this re-
search demonstrated psychological consequences for users
interacting with gender-biased output. People exposed to
stereotypic occupation output favored men more in hiring
decisions, as compared to people exposed to less stereotypic
output (Vlasceanu and Amodio 2022). Exposure to stereo-
typic occupation output on Google images was also associ-
ated with greater explicit and implicit gender bias amongst
humans (Guilbeault et al. 2024). Our work builds upon these
findings by exploring the psychological consequences of
gender bias in t2i outputs — a newer technology with novel
use cases and harms.

In the face of findings that social group stereotypes are
reified in image output, researchers have turned toward char-
acterizing how these systems create harms. One such harm
is referred to as representational harms, or the degree to
which systems produce output with unfair depictions of so-
cial groups, affecting people’s beliefs about these groups
and thus their experiences and status in society (Barocas
et al. 2017). This can include stereotypic representations of
groups and the lack of group representation altogether (Dev
et al. 2022). Prior work taxonomized these harms (Katz-
man et al. 2023) and explored how users react to repre-
sentational harms in real output (Ghosh, Lutz, and Caliskan
2024). However, our research is the first to survey people’s
preferences for different simulated t2i representations.
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The Prevalence and Consequences of Implicit Bias
In the cognitive and social sciences, the “implicit revolution”
has characterized research for the past 20 years (Greenwald
and Banaji 2017). Most research before the 2000s assumed
that we could understand prejudices and biases by simply
asking people about their biases — directly surveying them
about how much they liked or disliked different groups (i.e.,
explicit measures). But research continued to reveal that
people are often unwilling to report on their own biases
for fear of appearing prejudiced (Devine 1989), as well as
being unaware of the contents of their own mind (Green-
wald and Banaji 1995). Today, decades of research have now
shown the prevalence, strength, and consequences of these
so-called implicit biases — biases that are more automatic,
less conscious, and measured indirectly through naturalistic
language or other tasks (e.g., the Implicit Association Task,
or the IAT) (Greenwald, McGhee, and Schwartz 1998).

Implicit biases correlate with biased behavior both when
measured in individuals (Kurdi et al. 2019; Moss-Racusin
et al. 2012) and when measured across regions and cul-
tures (Charlesworth and Banaji 2022; Nosek et al. 2009;
Miller, Eagly, and Linn 2015; Lewis and Lupyan 2020).

One particularly pernicious manifestation of these im-
plicit biases is the stereotype linking men (and not women)
with brilliance and exceptional intelligence (Leslie et al.
2015). These gender–brilliance stereotypes have been shown
to emerge in kids at least by 6 years of age (Bian, Leslie,
and Cimpian 2017), and across adults from North America
but also nearly every UN region around the world (Storage
et al. 2020). Gender–brilliance stereotypes also have con-
sequences: the more strongly a field endorses the belief that
you need brilliance to succeed (e.g., in philosophy, computer
science), the fewer women and racial minorities persist in
that field (Leslie et al. 2015).

We thus investigate how biased t2i affects implicit
gender–brilliance stereotypes. We also include explicit mea-
sures of gender–brilliance stereotypes. Implicit and explicit
measures tend to be correlated, although often weakly (Stor-
age et al. 2020), and explicit measures are often less mal-
leable to change (Forscher et al. 2019). We include both
measures to more fully characterize the unique harms of in-
teracting with biased t2i.

Methodology and Data
Overview of Experiments
We first systematically prompted Stable Diffusion XL
with gender-stereotyped occupation prompts to investigate
whether gender biases persist in t2i output, and to generate
stimuli for Studies 1–3 (see study framework Figure 1).

In Study 1, we tested how stereotypic, egalitarian, and
counter-stereotypic t2i output affected people’s implicit gen-
der bias, relative to gender-neutral t2i output. We found that
counter-stereotypic t2i output reduced humans’ implicit bias
and aimed to replicate this effect in subsequent studies.

In Study 2, the experiment was identical to Study 1
but with only three conditions: counter-stereotypic, gender-
neutral AI, and an IAT only condition. In addition to repli-
cating Study 1, Study 2 accounted for the possibility that any

t2i interaction (even with gender-neutral output) could affect
implicit bias, and thus included an IAT only baseline where
a subset of participants did not interact with t2i at all.

Finally, Study 3 aimed to 1) replicate the counter-
stereotypic effect, 2) replicate the egalitarian condition to
confirm that this output has no significant effect on implicit
bias, and 3) explore additional questions about people’s pref-
erences for representational harms: i.e., how do people want
t2i output to represent women and men in occupations with
real gender disparities in society?

Stable Diffusion Image Generation
We controlled the magnitude of t2i gender bias in Stable
Diffusion XL output using occupations as input prompts.
Occupations were chosen from prior work based on their
association with gender stereotypes (Caliskan, Bryson, and
Narayanan 2017; Bianchi et al. 2023) and brilliance stereo-
types (Storage et al. 2016), so that the t2i output meaning-
fully related to implicit gender–brilliance associations.

After identifying occupations, we prompted Stable Diffu-
sion in Spring 2024 in a format from prior work: “a photo of
the face of a(n) [occupation title]” (Bianchi et al. 2023), gen-
erating 100 gender-unspecified images for each occupation.
We also generated 100 gender-specified images for each oc-
cupation (50 “woman” and 50 “man” images), where occu-
pation prompts were specified with gender information (i.e.,
“a photo of the face of a [woman/man] [occupation title]”).
These gender-specified images were used to control gender
ratios in counter-stereotypic and egalitarian conditions.

All images were gender-labeled using Amazon Rekogni-
tion (AWS 2024) to determine apparent gender bias in Sta-
ble Diffusion’s output (for gender-unspecified output) and
to ensure consistency with the specified gender (for gender-
specified output). We used Rekognition for initial labeling to
observe the overall trend in Stable Diffusion’s output, cou-
pled with human verification for the greatest accuracy (one
researcher manually verified the gender labeling of each im-
age; see Appendix for details and example output).

From this process, we generated output images to show
participants from 12 occupations: 6 woman-stereotyped
(flight attendant, hygienist, librarian, nurse, paralegal, recep-
tionist) and 6 man-stereotyped (architect, engineer, mathe-
matician, physicist, scientist, software developer).

Distractor output was generated with 6 gender-neutral
prompts: acids, a bird, books, phones, a DVD, a package.
Prompts were pre-tested by calculating gender association
scores for the top 10,000 words in GloVe word embeddings
using SC-WEAT (Caliskan, Bryson, and Narayanan 2017).
Words were chosen with effect sizes of d < .2, indicating
they are not strongly associated with male or female words.

Experimental Procedure
T2i Interaction Task. Participants were told they would
evaluate a prototype of a new t2i model for its effectiveness
at generating images. We simulated the experience of t2i in
an online Qualtrics study by providing participants with a
drop-down list of different prompts that, when chosen, dis-
played a random set of four output images corresponding to
each prompt. All images were actually generated by Stable
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Text-to-Image Interaction Gender-Brilliance IAT Explicit Beliefs

AI Baseline Counter-
Stereotypic

Pronounced 
Stereotypic

Probabilistic 
Stereotypic

Egalitarian IAT Only 
(no t2i)

Participants complete 
implicit association task 

assessing gender-
brilliance stereotypes  

Present in all 3 studies Study 1 Study 2 Study 3

Brilliance stereotype endorsement
Genius-gender association

Friendly-gender association
Ambivalent sexism

Representational harms 
perceptions

Figure 1: Study framework with conditions and primary measures across Studies 1–3.

Diffusion XL to provide external validity. Participants se-
lected one prompt at a time in an order of their choosing and
were required to select and view all prompts before moving
on to the next part of the study. Participants ostensibly eval-
uated the model by rating how many of the images look like
real photos (from 0-4) for each set of output images.

Twelve input prompts were based on gender-stereotyped
occupations (6 woman-stereotyped occupations and 6-man
stereotyped occupations). Participants saw a random subset
of 4 output images for each occupation prompt derived from
the larger datasets of possible images, so that not all partici-
pants within a condition saw exactly the same images. This
design both reflects real users’ varied experiences interact-
ing with text-to-image models and ensures that any differ-
ences observed across conditions are not due to specific fea-
tures of a particular image or set of images, but can instead
be attributed to the controlled gender ratio. Participants in
all t2i conditions also saw the 6 gender-neutral prompts.

Gender bias in occupation output was controlled using the
human-verified Rekognition gender labels to present a con-
trolled gender ratio. Participants were randomly assigned to
one between-subjects condition (see Figure 1):

• Pronounced Stereotypic. All 4 images per occupation
are labeled as the stereotypic gender [Study 1]

• Probabilistic Stereotypic. For each occupation, 3 im-
ages are labeled as the stereotypic gender and 1 image is
randomly selected, reflecting a ratio users are more likely
to encounter based on the gender distribution of Stable
Diffusion’s output [Study 1]

• Egalitarian. For each occupation, 2 images are labeled
as women and 2 images are labeled as men [Stud-
ies 1 + 3]

• Counter-Stereotypic. All 4 images per occupation are
labeled as the counter-stereotypic gender [Studies 1–3]

• AI Baseline. Only gender-neutral prompts and output
(i.e., no occupation prompts) [Studies 1–3]

• IAT Only Baseline No t2i interaction [Study 2]

The gender ratio was controlled in the output of both
woman- and man-stereotyped occupations. The AI baseline

and IAT Only baseline served as comparison conditions.
Notably, the stereotypic conditions closely reflected real

Stable Diffusion output — these images were generated
without specifying gender, yet the output was gender-
stereotypic. Stereotypic conditions were thus highly exter-
nally valid, or were likely similar to the output people would
naturally encounter when interacting with Stable Diffusion
(see Appendix for the probability of encountering these gen-
der ratios).

Implicit Association Task. After the interactive t2i task,
participants were told they would respond to additional mea-
sures about themselves (in the IAT only condition, partic-
ipants skipped straight to this task). Participants first com-
pleted the Gender-Brilliance IAT (Storage et al. 2020), a
validated IAT that measures the relative strength of the asso-
ciation between men (vs. women) and brilliance (vs. a simi-
larly positive comparison trait: friendly). The men-brilliance
association is robust against a variety of comparison traits
(e.g., funny, creative, beautiful, friendly). In other words,
this association is driven primarily by the stereotype of men
as brilliant, more so than women as friendly. Thus, we chose
friendly as a comparison trait because it is a similarly posi-
tive trait and is conceptually distinct from brilliance.

Participants were first presented with the four different
categories (women, men, brilliance, friendly) and the rele-
vant words within each category (women: female, woman,
women, she, her; men: male, man, men, he, him; brilliance:
genius, brilliant, smart, brainiac; friendly: friendly, outgo-
ing, kindly, chatty) (Storage et al. 2020). This test measures
reaction times, or how quickly each word (e.g., she) is sorted
into its respective category (e.g., women) using the ‘E’ and
‘I’ computer keys. If participants more strongly associate
brilliance with men, they should be faster to sort words when
men words and brilliance words are sorted using the same
key (see all details in Appendix). This pattern would be rep-
resented by a positive effect size, namely the d score.

Explicit Measures Task. After completing the IAT, par-
ticipants also completed a variety of explicit measures as-
sessing their beliefs and attitudes. In Studies 1 and 2, mea-
sures included an 8-item Gender-Brilliance Stereotype En-

2378



dorsement Scale (i.e., BSE) from prior work that assesses
the extent to which people explicitly associate brilliance
with men vs. women (e.g., “one is more likely to find a
male with a genius-level IQ than a female with a genius-level
IQ”) (Bian, Leslie, and Cimpian 2018; Storage et al. 2020).
Participants also completed two one-item questions that as-
sessed the extent to which they believe each trait (brilliance
or friendly) is more associated with women vs. men.

Participants completed an adapted version of the Am-
bivalent Sexism Inventory (Glick and Fiske 1996) included
on an exploratory basis, with 6 items assessing benevolent
sexism and 6 items assessing hostile sexism. Participants
also rated the importance and positivity of the “smart” and
“friendly” traits. Finally, participants rated how often they
use AI, whether they have ever worked in the occupations
depicted in the study, and other demographic information.

Representational Harms. In Study 3, participants com-
pleted explicit measures primarily related to representational
harms. Questions assessed surprise at t2i output (these items
are not central to research questions, but see Appendix for
additional analyses), and participants’ preferences for t2i
gender representations (i.e., representational harms). Partic-
ipants rated on a 1-7 scale their agreement with four repre-
sentational harms statements designed to align with our AI
bias conditions: 1) It is acceptable for AI output to portray
accurate numbers of women and men that reflect their ac-
tual representation in different professions, even if there are
gender disparities that exist in society [“Accurate t2i”]; 2)
It is acceptable for AI output to portray an equal number of
women and men in different professions, regardless of actual
gender distributions that exist in society [“Egalitarian t2i”];
3) It is acceptable for AI output to portray more women than
men in different professions, even if it does not match soci-
ety, if it helps reduce inequality [“Counter-Stereotypic t2i”];
4) It is acceptable for AI output to portray exaggerated num-
bers of women and men relative to their actual representa-
tion in different professions, amplifying gender disparities
that exist in society [“Amplified Bias t2i”].

Participants then made a forced choice between these rep-
resentational harms, selecting their preferred t2i policy (i.e.,
either accurate t2i, egalitarian t2i, counter-stereotypic t2i,
amplified bias t2i, or “it doesn’t matter”).

Participants
We conducted an a priori power analysis using G*Power to
determine an adequate sample size to detect a medium effect
size, based on the meta-analytic effect of changes on implicit
measures (Forscher et al. 2019). This analysis indicated 176
participants per between-subjects condition is sufficient to
detect a small-medium effect size of Cohen’s d = 0.30 in
pairwise comparisons at 80% power (α = .05, two-tailed).

Participants in all studies chose to participate via Prolific,
an online crowdsourcing platform. Participants were based
in the U.S. and distributed equally across women and men,
with no additional exclusion criteria. In all studies, after
all participants were financially compensated, some partic-
ipants’ data were removed from statistical analyses for not
completing relevant tasks in the study, for completing the

study multiple times, or for failing to meet several criteria
indicating good attention on the IAT.1 See participants’ re-
ported demographics in Table 1.

In Study 1, 872 participants completed the 15-minute
study in exchange for $5, commensurate with the highest
minimum wage amongst the authors’ cities at the time. Af-
ter exclusions, 833 participants were included in analyses.
We determined that we were sufficiently close to our origi-
nal intended sample size per condition (AI Baseline n = 168,
Pronounced Stereotypic n = 163, Probabilistic Stereotypic n
= 165, Egalitarian n = 170, Counter-Stereotypic n = 167).

In Study 2, 528 participants completed the study. Because
t2i interaction takes additional time, participants who com-
pleted either of the two t2i conditions completed a 15-minute
study in exchange for $5. Participants in the IAT-only con-
dition completed an 8-minute study in exchange for $2.67.
After exclusions, 523 participants were included in analyses
(AI Baseline n = 174, IAT-only Baseline n = 177, Counter-
Stereotypic n = 172).

In Study 3, 533 participants completed the 15-minute
study in exchange for $5.19 (with payment reflecting an in-
crease in minimum wage). After exclusions, 525 participants
were included in analyses (AI Baseline n = 172, Egalitarian
n = 181, Counter-Stereotypic n = 172).

Results
Gender Biases Persisted in Stable Diffusion (RQ1)
We analyzed the perceived gender of 12 gender-unspecified
occupations in Stable Diffusion’s output. See Table 2 for
the percentage of images labeled as men and women by
Rekognition. Stable Diffusion’s output showed strong gen-
der bias for all 12 occupations. At least 75% of 100 im-
ages within each occupation were labeled as the stereotype-
consistent gender, suggesting that gender biases found in
earlier work (Bianchi et al. 2023) persisted years later
(RQ1). We observed some degree of stereotype amplifica-
tion relative to available U.S. occupation data (U.S. Bureau
of Labor Statistics 2024). For instance, 20.3% of software
developers in the U.S. identify as women, relative to only
2% labeled as women in Stable Diffusion’s output. Impor-
tantly, these occupations also vary in their association with
brilliance, suggesting Stable Diffusion reifies stereotypes as-
sociating gender with both occupations and brilliance.

Study 1 Results
Primary analyses tested the overall impact of t2i condition
and participant moderators on implicit and explicit bias us-
ing one-way ANOVAs (see Appendix Tables for statistics
across studies), followed by t-tests to test for differences be-
tween specific conditions. Metrics presented correspond to
these tests (e.g., n2

p = ANOVA effect size; Cohen’s d = t-test
effect size; M = mean, SD = standard deviation).

1Following best practice recommendations for IATs (Green-
wald et al. 2022), individual trials are excluded if responses took
more than 10 seconds or less than 0 seconds, and participants are
excluded from analyses altogether if more than 10% of trials take
less than 300ms — i.e., unusually long or short latencies indicating
either computer error or lack of attention.
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Gender (%) Age (%) Race/Ethnicity (%)
S1 S2 S3 S1 S2 S3 S1 S2 S3

Man 50.4 49.9 51.2 18-24 14 13.2 14.3 White/European American 62.3 68.6 71.2
Woman 48.7 49.3 48.4 25-34 32.3 35.8 32.4 Black/African American 26.1 16.8 15.4
Non-Binary 0.4 0 0.2 35-44 23.5 26.4 24.4 Hispanic/Latino 7.8 8.4 8.6
Multiple ids selected 0.2 0.4 0 45-54 16.3 15.7 16.2 Asian/Asian American 6.7 9.2 6.9

55-64 8 5.2 7.4 Multiple identities selected 6.1 7.5 5.1
65+ 4.9 3.1 5.1 Native American/Alaska Native 1.3 1.7 1.9

Arab/Middle Eastern/North African 0.7 1.3 0.8
Native Hawaiian/Pacific Islander 0.7 0 0.2

Total Study N 833 523 533

Table 1: Participant self-reported demographic frequencies across all studies (S=Study).

Man-Stereotyped Occupations Woman-Stereotyped Occupations
Man (%) Woman (%) Woman (%) Man (%)

Architect 85 7 Flight Attendant 83 15
Engineer 95 1 Hygienist 91 2
Mathematician 86 3 Librarian 86 4
Physicist 79 12 Nurse 95 2
Scientist 89 10 Paralegal 96 1
Software Developer 92 2 Receptionist 90 3

Table 2: Gender-Unspecified Stable Diffusion Occupation Output by Rekognition Gender Labels.

T2i Bias Affected People’s Implicit (But Not Explicit)
Bias (RQ2 + RQ3). We tested whether t2i bias affected
implicit gender-brilliance associations (RQ2 + RQ3). The
effect of condition on participants’ d scores (implicit bias)
was significant, F (4, 832) = 3.130, p = .014, n2

p = .015.
The difference in implicit bias between the AI baseline

condition (M = .20, SD = .34) and the pronounced stereo-
typic condition (M = .18, SD = .32) was not significant,
t(329) = 0.488, p = .626, d = 0.05, 95% CI [-0.16, 0.27].
The difference between the AI baseline condition and the
probabilistic stereotypic condition (M = .15, SD = .38)
was also not significant, t(331) = 1.178, p = .239, d =
0.13, 95% CI [-0.09, 0.34]. In short, stereotypic t2i output
did not increase people’s implicit gender bias (RQ2).

We also tested whether exposure to egalitarian or counter-
stereotypic t2i output decreased implicit gender bias (RQ3).
There was no significant difference between the AI baseline
condition and the egalitarian condition (M = .22, SD =
.33), t(336) = −0.635, p = .526, d = −0.07, 95% CI [-
0.28, 0.14]. However, implicit bias was significantly lower
in the counter-stereotypic condition (M = .10, SD = .33)
compared to the AI baseline condition, t(333) = 2.642, p =
.009, d = 0.29, 95% CI [0.07, 0.50]. Counter-stereotypic t2i
output reduced stereotypes linking men with brilliance, rel-
ative to gender-neutral t2i output. See Figure 2 for implicit
bias scores across conditions and studies.2

We next tested whether t2i output affected participants’
explicit biases, particularly the explicit endorsement of the

2In a supplementary study, we recruited a subsample of Study 1
participants to complete the IAT again approximately 10 weeks
later, with no additional t2i exposure. See details in the Appendix.
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Figure 2: Implicit bias scores across conditions in all stud-
ies. Overall, implicit bias tended to be lower after seeing
counter-stereotypic t2i output (Studies 1+2, but not Study 3).

gender-brilliance stereotype. We created a composite of
the 8-item Gender-Brilliance Stereotype Endorsement Scale
(i.e., BSE; α = .941). There was no significant effect of t2i
condition on the BSE, F (4, 832) = 0.985, p = .415, n2

p =
.005. There were also no significant effects of condition
on the one-item measures assessing the gender-brilliance
association, F (4, 829) = 0.656, p = .623, n2

p = .003,
and the gender-friendly association, F (4, 830) = 0.511,
p = .728, n2

p = .002. In general, participants tended
to explicitly associate genius with men more than women
(M = 0.31, SD = 1.10) and friendly with women more
than men (M = 0.47, SD = 1.30), where positive numbers
= more genius/men and friendly/women associations.
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Figure 3: Interaction between t2i bias condition and par-
ticipants’ frequency of t2i use on implicit gender bias in
Study 1.

Participant Gender Affected Explicit (But Not Implicit)
Bias (RQ4). We tested the role of participant gender in
Study 1. We first tested whether the effect of t2i condition
on implicit bias was moderated by participant gender (across
women and men). The interaction between condition and
participant gender was not significant, F (4, 822) = 1.290,
p = .272, n2

p = .006. The main effect of participant gen-
der was also not significant, F (1, 822) = 3.645, p = .057,
n2
p = .004, though women had descriptively higher implicit

bias (M = .20, SD = .35) than men (M = .15, SD = .34).
Consistent with prior work, men had significantly higher

explicit gender–brilliance bias than women on the BSE,
F (1, 822) = 61.587, p < .001, n2

p = .070, and the sin-
gle genius-gender item, F (1, 820) = 40.606, p < .001,
n2
p = .048, though women had greater women-friendly as-

sociations on the single friendly-gender item, F (1, 821) =
16.335, p < .001, n2

p = .020. Men also reported signif-
icantly more benevolent sexism, F (1, 822) = 4.944, p =
.026, n2

p = .006, and hostile sexism, F (1, 821) = 79.069,
p < .001, n2

p = .089, compared to women.
None of these gender main effects were moderated by

t2i condition, with the exception of a significant interaction
between t2i condition and participant gender on benevolent
sexism, F (4, 822) = 2.495, p = .042, n2

p = .012. Interest-
ingly, men reported higher benevolent sexism after exposure
to egalitarian t2i, making the gender difference more pro-
nounced in this condition (Men: M = 0.96, SD = 0.96;
Women: M = 0.44, SD = 1.09).

Frequency of t2i Use Related to Implicit and Explicit
Bias (RQ4). We next tested whether participant identities
or experiences qualified the effect of t2i bias on implicit bias.

We analyzed how often participants reported using t2i
models. There was a significant interaction between t2i use
and t2i condition, F (4, 828) = 2.719, p = .029, n2

p = .013.
More t2i use was associated with lower implicit bias in the
egalitarian and counter-stereotypic conditions, reversing a
more positive association in stereotypic conditions (see Fig-
ure 3). Output contradicting the status quo may be particu-
larly impactful for those who spend more time using t2i.

Interestingly, t2i use was also positively associated with

explicit gender bias and sexism, indicated by significant ef-
fects of t2i use on the BSE, F (1, 828) = 34.296, p < .001,
n2
p = .040, benevolent sexism, F (1, 828) = 13.349, p <

.001, n2
p = .016, and hostile sexism, F (1, 827) = 36.053,

p < .001, n2
p = .042.

We also tested whether participant age moderated the ef-
fect of t2i condition on implicit bias. There was no sig-
nificant main effect of participant age on implicit bias,
F (1, 825) = 0.137, p = .711, n2

p = .000, nor a significant
interaction between age and condition, F (4, 825) = 0.414,
p = .798, n2

p = .002.

Study 2 Results
In Study 2, we aimed to replicate the primary results from
Study 1: the effect of counter-stereotypic t2i on implicit gen-
der bias, and the impact of t2i bias qualified by participant-
level factors.

Counter-Stereotypic t2i Output Reduced Implicit Bias
(RQ3). The main effect of t2i condition on implicit bias
was not significant, F (2, 523) = 1.994, p = .137, n2

p =
.008. We conducted the planned comparisons between con-
ditions. There was no significant difference between the IAT-
only baseline (M = .18, SD = .35) and the AI base-
line (M = .15, SD = .35) conditions, t(349) = −0.832,
p = .406, 95% CI [-0.30, 0.12], d = −0.09, confirming that
t2i exposure alone did not impact implicit gender bias.

As expected, implicit bias was significantly lower in the
counter-stereotypic condition (M = .11, SD = .36) com-
pared to the IAT-only baseline, t(347) = 1.972, p = .049,
95% CI [0.001, 0.42], d = 0.21.

Implicit bias was descriptively lower in the counter-
stereotypic condition compared to the AI baseline condi-
tion, however, this difference was not significant, t(344) =
1.162, p = .246, 95% CI [-0.09, 0.34], d = 0.13.

The Impact of t2i Output Differed Across Participant
Groups in Study 2 (RQ4). We first analyzed participant
gender. The main effect of gender on implicit bias was not
significant, F (1, 514) = 0.105, p = .746, n2

p = .000,
and the interaction between gender and t2i condition was
not significant, F (2, 514) = 2.811, p = .061, n2

p = .011.
Though the interaction was not significant, descriptive pat-
terns showed that women’s implicit bias was considerably
lower in the counter-stereotypic condition (M = 0.06,
SD = 0.36) compared to women in the AI baseline con-
dition (M = 0.17, SD = 0.31), t(169) = 2.074, p = .040,
95% CI [0.02, 0.62], d = 0.32. In contrast, men’s im-
plicit bias did not significantly differ across the counter-
stereotypic condition (M = 0.15, SD = 0.35) and the AI
baseline condition (M = 0.14, SD = 0.37), t(168) =
−0.186, p = .853, 95% CI [-0.33, 0.27], d = −0.03.
Broadly, the counter-stereotypic condition appeared to have
more of an impact on women’s than men’s implicit bias.

We next tested how often participants used t2i. Unlike
Study 1, there was no interaction between t2i use and con-
dition on implicit bias, F (2, 520) = 1.837, p = .160,
n2
p = .007. However, more t2i use was again positively as-

sociated with explicit gender bias and sexism along mea-
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Figure 4: Interaction between t2i bias condition and partici-
pant age on implicit gender bias in Study 2.

sures of the BSE, r = .186, p < .001, benevolent sexism,
r = .126, p = .004, and hostile sexism, r = .213, p < .001.

Finally, we tested participant age as a moderator. There
was a significant interaction between age and t2i condition
on implicit bias, F (1, 518) = 3.287, p = .038, n2

p =
.013. Whereas the relationship between age and implicit
bias tended to be positive, this relationship flipped in the
counter-stereotypic condition (see Figure 4). In other words,
the counter-stereotypic t2i output was particularly impactful
for older adults.

Study 3 Results
In Study 3, we aimed to replicate the effect of counter-
stereotypic (but not egalitarian) t2i on implicit bias. We
also analyzed participants’ preferences for representations
of women and men in t2i output (RQ5).

T2i Output Did Not Affect Implicit Bias. The main ef-
fect of t2i condition on implicit bias was not significant,
F (2, 524) = 0.362, p = .696, n2

p = .001. There was no
significant difference in implicit bias between the counter-
stereotypic condition (M = .17, SD = .37) and the AI
baseline condition (M = .14, SD = .35), t(342) =
−0.697, p = .486, 95% CI [-0.29, 0.14], d = −0.08. There
were also no significant differences between the egalitarian
condition (M = .17, SD = .33) as compared to both the
AI baseline condition, t(351) = −0.778, p = .437, 95% CI
[-0.29, 0.13], d = −0.08, and the counter-stereotypic con-
dition, t(351) = 0.034, p = .973, 95% CI [-0.21, 0.21],
d = 0.004. Contrary to prior studies, counter-stereotypic t2i
did not reduce implicit bias in Study 3. We discuss these re-
sults further in the Discussion.

People Tended to Prefer Accurate or Egalitarian t2i Rep-
resentations, but Choices Differed Across Gender (RQ5).
When forced to select one representational policy, the ma-
jority of participants (44%) preferred accurate t2i represen-
tations (in which actual gender disparities are represented in
occupation output), followed by 32.4% of participants who
preferred egalitarian t2i representations and 18.3% of partic-
ipants who selected “it doesn’t matter”. A much smaller per-
cent of participants preferred counter-stereotypic t2i (4%) or
amplified bias (1.3%).

Representational harm preferences also varied across par-
ticipants’ t2i condition and gender (see Figure 5). Amongst
women, a Chi Square test revealed a significant relationship
between t2i condition and the representational harm selec-
tion, χ2 = 17.412, p = .026, ϕ = .262. This relationship
was not significant amongst men, χ2 = 2.833, p = .944,
ϕ = .103. The majority of women in the AI baseline con-
dition preferred Accurate t2i, however, the majority shifted
toward Egalitarian t2i for women in both the egalitarian and
counter-stereotypic conditions. In contrast, most men pre-
ferred Accurate t2i in all conditions — exposure to t2i output
contradicting the status quo did not shift men’s preferences.

Participants also rated the acceptability of each represen-
tational option. These responses largely reflected patterns
in the forced choice question. T2i condition did not sig-
nificantly affect the perceived acceptability of any option
(ps > .07, n2

ps < .011). However, participant gender had a
significant effect on the perceived acceptability of Egalitar-
ian t2i, F (1, 522) = 6.567, p = .011, n2

p = .013, Accurate
t2i, F (1, 522) = 4.252, p = .040, n2

p = .008, and Ampli-
fied Bias t2i, F (1, 520) = 5.133, p = .024, n2

p = .010.
See patterns in Figure 6. Whereas women (vs. men) rated
Egalitarian t2i as more acceptable, men rated Accurate and
Amplified t2i Bias as more acceptable.

Discussion
The impact of biased text-to-image models on users’ im-
plicit bias is an important question with implications for
mitigating harm in future generative AI systems. Despite
published findings observing stark gender stereotypes in a
popular t2i model (Stable Diffusion) (Bianchi et al. 2023),
our own analysis of a later version of this model (in Spring
2024) showed similar occupation gender biases persisted
(RQ1). Out of 100 images generated for each of the 12
gender-stereotyped occupations via Stable Diffusion, over
75% of the output was labeled as the stereotypic gender
group. Importantly, these occupations vary not just in their
gender stereotypicality, but also in their perceived associa-
tion with brilliance, whereby men are overrepresented in oc-
cupations seen as requiring exceptional intelligence (Storage
et al. 2016). Gender-brilliance associations have real con-
sequences for women’s under-representation in a variety of
fields (Leslie et al. 2015), underscoring the importance of
characterizing the impacts of biased t2i output.

The subsequent three studies characterized the impact of
gender-biased occupation t2i output on humans. Centrally,
counter-stereotypic t2i output reduced implicit gender bias
(RQ3; Studies 1 and 2; though this effect failed to repli-
cate in Study 3). Seeing women in occupations typically
associated with brilliance (e.g., physicist) via t2i output re-
duced participants’ implicit associations linking men with
brilliance. This was a meaningful reduction of an implicit
bias that appeared strong even amongst participants at base-
line who saw only gender-neutral output. This work is the
first, to our knowledge, to demonstrate psychological effects
of counter-stereotypic t2i by controlling the gender ratios
in output. Output that contradicts the status quo could have
unique, prosocial impacts on users interacting with t2i mod-
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resented by standard error of the mean.

els. Further, simulating the social effects of AI in experimen-
tal design may be a valuable method for continued research
on human-AI interaction.

Interestingly, the impact of counter-stereotypic t2i was
often dependent on features of participants, such as their
frequency of t2i use and age (RQ4). In Study 1, people
who reported using t2i more frequently had lower implicit
bias in the egalitarian and counter-stereotypic conditions.
In Study 2, older adults also had lower implicit bias in the
counter-stereotypic condition, reversing the otherwise posi-
tive association between age and implicit bias. Both popula-
tions may be more often naturally exposed to gender stereo-
types, such that exposure to t2i output contradicting that sta-
tus quo is especially impactful. Indeed, more frequent t2i use
was associated with higher explicit gender bias and sexism.
This association hints at potential longer-term consequences
of repeated exposure to t2i systems. Because t2i can perpet-
uate and amplify social biases (Bianchi et al. 2023; Ghosh

and Caliskan 2023; Naik and Nushi 2023; Shukla et al. 2025;
Wolfe et al. 2023), people who use t2i more frequently may
have more repeated interactions with harmful social stereo-
types. Though these results are only correlational, longitu-
dinal studies may provide insight into whether repeated t2i
use has longer-term consequences for humans’ gender bias.

We also found that t2i output did not meaningfully af-
fect explicit gender bias. In other words, although t2i out-
put affected the cognitive accessibility of gender–brilliance
stereotypes, t2i output did not significantly affect partici-
pants’ more stable explicit beliefs. This is consistent with
the broader literature on stereotype change, which suggests
explicit biases are often less malleable (Forscher et al. 2019).

Further, exposure to stereotype-consistent output did not
increase implicit gender bias (RQ2; Study 1). These findings
appear to stand in contrast to prior research, which found
stereotypic online content can increase bias (Guilbeault et al.
2024). Why do the present results differ from typical effects
of stereotype exposure on implicit bias? Stereotypic t2i con-
ditions here included relatively minimal exposure to stereo-
typic output. We posit that because people already hold
this implicit gender–brilliance stereotype (and indeed, par-
ticipants exhibited this bias at baseline), minimal exposure
to t2i output consistent with participants’ stereotypes may
not be enough to increase an already strong implicit bias.
Related work found similar patterns in which stereotype-
consistent output did not alter cognition (Vlasceanu and
Amodio 2022). A stronger stereotypic signal in the output
(e.g., more occupation output, or more repeated exposure)
may have a greater impact on implicit gender bias.

Finally, we gathered novel insights into how people prefer
t2i to represent women and men relative to their actual dis-
tribution in different occupations (RQ5; Study 3). Although
counter-stereotypic output may reduce implicit gender bias,
only a small minority of participants (less than 5%) preferred
counter-stereotypic t2i representations. Instead, the vast ma-
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jority of participants preferred t2i to accurately represent
women’s and men’s distribution across occupations, though
this output would include stark gender disparities and stereo-
types. Interestingly, women and men differed across condi-
tions in their preferred t2i representations. Women reported
a greater interest than men in t2i embedding egalitarian val-
ues in its design, particularly after being exposed to how this
might look in practice. Women may be more responsive to
interventions that are favorable to their ingroup (i.e., associ-
ating women with brilliance), whereas men may be more re-
sistant to interventions perceived as threatening their status.
Descriptive patterns in Study 2 provide tentative support for
this idea: the counter-stereotypic condition appeared to have
a greater impact on women’s than men’s implicit bias. Fu-
ture work should continue to explore how women and men
react to counter-stereotypic interventions in t2i.

Limitations and Future Directions
The present work raises several questions that may motivate
future research. First, the effect of counter-stereotypic t2i on
implicit bias, observed in Studies 1 and 2, failed to repli-
cate in Study 3. Though we are unsure why we no longer
observed this effect, we note that Study 3 was conducted
in February 2025, shortly after the presidential inaugura-
tion. Counter-stereotypic interventions may be less effective
in the face of an overwhelming influx of news related to
DEI, AI, and other social concerns. Altogether, feeling ex-
hausted, overwhelmed, and tuned out could affect the utility
of these interventions. Studies 1 and 2 suggest that counter-
stereotypic t2i can impact implicit gender bias, but we ac-
knowledge the idiosyncratic findings across studies.

Second, we used Rekognition to label the perceived gen-
der of output because it was necessary to determine whether
output aligned with gender stereotypes. However, we ac-
knowledge that gender should not be presumed by a third
party, nor is there ground truth as to the actual gender of
Stable Diffusion’s output.

Third, future studies could include a wider range of iden-
tities and experiences. Analyses by participant gender in-
cluded those who identified as women or men because the
smaller sample of participants who identified themselves as
non-binary did not provide sufficient power for statistical
tests, a limitation of this work. Further, we did not constrain
the perceived race of the t2i output, though these models of-
ten exhibit intersectional biases (Bianchi et al. 2023). Con-
tinued work can deepen our understanding of t2i harms for
a wider range of populations.

Finally, the present work focused on implicit gender–
brilliance stereotypes tied to women’s and men’s represen-
tation in occupations. There is good reason to focus on this
stereotype association, which is strong in magnitude and
has real implications for women’s experiences and under-
representation across a variety of fields (Bian, Leslie, and
Cimpian 2017, 2018; Bian et al. 2018). However, there are
many questions left to explore. For instance, does exposure
to biased t2i impact other forms of bias or discrimination
in decision-making tasks (e.g., hiring)? Further, what harms
arise from interacting with biased t2i for those who are be-
ing unfairly represented in its output? Our focus on text-to-

image models and implicit gender bias is an important first
step in beginning to characterize the unique harms of genera-
tive AI across different outcomes, models, and social groups.

Implications for Generative AI
This work has implications for future generative AI and t2i
systems. Centrally, our findings suggest a way in which t2i
could be designed to counteract cultural stereotypes. Some
approaches suggest that technology can be designed for the
social good, to consciously include marginalized groups and
challenge stereotype norms (Breslin and Wadhwa 2014a,b).
A more radical suggestion from this work is to consider how
generative AI could actively challenge societal biases in de-
sign, instead of reinforcing and amplifying these biases.

The results of Study 3 provide a more nuanced picture
of how future generative AI design may seek to resolve
stereotype-reinforcing output. The majority of participants
were not strongly in favor of t2i output showing counter-
stereotypic representations of women and men, suggesting
some users may be resistant to this type of intervention.
However, more participants preferred egalitarian or equal ra-
tios of women and men in t2i output, which itself would not
be a perfectly accurate representation of society, suggesting
users may be open to t2i output that challenges the status
quo. Our results highlight tensions between the social im-
pact of generative AI design and generative AI users’ values
and preferences for design, all of which should be consid-
ered when designing, developing, deploying, or conducting
situated evaluations of future models.

Notably, we found that less than 5% of participants pre-
ferred t2i output that amplifies existing gender disparities
in society. This finding is perhaps not surprising on its
own, however, public text-to-image models do amplify ex-
isting gender disparities in occupations (Bianchi et al. 2023).
Users’ preferences misalign with current practices, suggest-
ing there is room for improvement in current t2i models.
Though our findings cannot provide a concrete answer as to
how t2i output should represent women and men, it is clear
that models should strive to reduce stereotypic representa-
tions — especially those that amplify harmful social stereo-
types. We hope this work motivates continued research on
how to improve generative AI systems.

Conclusion
Across three studies, participants engaged in a simulated in-
teraction with a text-to-image model in which the output was
controlled for perceived gender bias. We found that t2i out-
put can affect humans’ implicit gender bias, and in partic-
ular people’s associations between men and exceptional in-
telligence. Counter-stereotypic t2i output reduced people’s
implicit gender bias, relative to gender-neutral t2i output.
Though we observed resistance to counter-stereotypic t2i
output, many people (and especially women) preferred t2i
output to show more equal representations of women and
men that contradicts the status quo. These findings have real
implications for improving generative AI systems that seek
to mitigate social harms and motivating continued experi-
mental work simulating the social impacts of generative AI.
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subjects review boards (IRBs), who deemed this research ex-
empt because it poses no more than minimal risk to partici-
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strated that text-to-image models sometimes generate sexu-
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generated images to ensure they were not overtly sexual or
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